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[0066] In another embodiment, the number of fingers in
contact with the touch screen may indicate an input mode.
For example, a single touch as for example by a single finger
may indicate the desire to perform tracking, i.e., pointer or
cursor movements, or selections, whereas multiple touches
as for example by a group of fingers may indicate the desire
to perform gesturing. The number of fingers for implement-
ing gesturing may be widely varied. By way of example, two
fingers may indicate a first gesture mode, three fingers may
indicate a third gesture mode, etc. Alternatively, any number
of fingers, i.e., more than one, may be used for the same
gesture mode, which can include one ore more gesture
controls. The orientation of the fingers may similarly be used
to denote the desired mode. The profile of the finger may be
detected to permit different modal operations based on
whether the user has used his thumb or index finger, for
example.

[0067] In another embodiment, an input can be changed
while making a continuous stroke on the input device
without stopping the stroke (e.g., lifting off the touch sen-
sitive surface). In one implementation, the user can switch
from a tracking (or selection) mode to gesturing mode while
a stroke is being made. For example, tracking or selections
may be associated with a single finger and gesturing may be
associated with multiple fingers; therefore, the user can
toggle between tracking/selection and gesturing by picking
up and placing down a second finger on the touch screen. In
another implementation, the user can switch from one ges-
ture mode to another gesture mode while a stroke is being
made. For example, zooming may be associated with
spreading a pair of fingers and rotating may be associated
with rotating the pair of fingers; therefore, the user can
toggle between zooming and rotating by alternating the
movement of their fingers between spreading and rotating.
In yet another implementation, the number of gesture inputs
can be changed while a stroke is being made (e.g., added or
subtracted). For example, during zooming where the fingers
are spread apart, the user may further rotate their fingers to
initiate both zooming and rotation. Furthermore during
zooming and rotation, the user can stop spreading their
fingers so that only rotation occurs. In other words, the
gesture inputs can be continuously input, either simulta-
neously or consecutively.

[0068] In one particular embodiment, a single finger ini-
tiates tracking (or selection) and two or more fingers in close
proximity to one another initiates scrolling or panning. Two
fingers is generally preferred so as to provide easy toggling
between one and two fingers, i.e., the user can switch
between modes very easily by simply picking or placing an
additional finger. This has the advantage of being more
intuitive than other forms of mode toggling. During track-
ing, cursor movement is controlled by the user moving a
single finger on the touch sensitive surface of a touch
sensing device. The sensor arrangement of the touch sensing
device interprets the finger motion and generates signals for
producing corresponding movement of the cursor on the
display. During scrolling, screen movement is controlled by
the user moving dual fingers on the touch sensitive surface
of the touch sensing device. When the combined fingers are
moved in the vertical direction, the motion is interpreted as
a vertical scroll event, and when the combined fingers are
moved in the horizontal direction, the motion is interpreted
as a horizontal scroll event. The same can be said for

Feb. 2, 2006

panning although panning can occur in all directions rather
than just the horizontal and vertical directions.

[0069] The term “scrolling” as used herein generally per-
tains to moving displayed data or images (e.g., text or
graphics) across a viewing area on a display screen so that
a new set of data (e.g., line of text or graphics) is brought
into view in the viewing area. In most cases, once the
viewing area is full, each new set of data appears at the edge
of the viewing area and all other sets of data move over one
position. That is, the new set of data appears for each set of
data that moves out of the viewing area. In essence, the
scrolling function allows a user to view consecutive sets of
data currently outside of the viewing area. The viewing area
may be the entire viewing area of the display screen or it
may only be a portion of the display screen (e.g., a window
frame).

[0070] As mentioned above, scrolling may be imple-
mented vertically (up or down) or horizontally (left or right).
In the case of vertical scrolling, when a user scrolls down,
each new set of data appears at the bottom of the viewing
area and all other sets of data move up one position. If the
viewing area is full, the top set of data moves out of the
viewing area. Similarly, when a user scrolls up, each new set
of data appears at the top of the viewing area and all other
sets of data move down one position. If the viewing area is
full, the bottom set of data moves out of the viewing area.

[0071] By way of example, the display screen, during
operation, may display a list of media items (e.g., songs). A
user is able to linearly scroll through the list of media items
by moving his or her finger across a touch screen. As the
finger moves across the touch screen, the displayed items
from the list of media items are varied such that the user is
able to effectively scroll through the list of media items. In
most cases, the user is able to accelerate their traversal of the
list of media items by moving his or her finger at greater
speeds. Some embodiments, which may be related to the
above example, are described in greater detail below. See for
example FIGS. 6, 23, 27.

[0072] FIG. 2 is a multipoint processing method 100, in
accordance with one embodiment of the present invention.
The multipoint processing method 100 may for example be
performed in the system shown in FIG. 1. The multipoint
processing method 100 generally begins at block 102 where
images are read from a multipoint input device, and more
particularly a multipoint touch screen. By way of example,
the multipoint touch screen may generally correspond to the
multipoint touch screen disclosed in copending U.S. patent
application Ser. No. 10/840,862, which is hereby incorpo-
rated herein by reference. Although the term “image” is used
it should be noted that the data may come in other forms. In
most cases, the image read from the touch screen provides
magnitude (Z) as a function of position (x and y) for each
sensing point or pixel of the touch screen. The magnitude
may, for example, be reflect the capacitance measured at
each point.

[0073] Following block 102, multipoint processing
method 100 proceeds to block 104 where the image is
converted into a collection or list of features. Each feature
represents a distinct input such as a touch. In most cases,
each feature includes its own unique identifier (ID), x
coordinate, y coordinate, Z magnitude, angle 0, area A, and
the like. By way of example, FIGS. 3A and 3B illustrate a



